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TheModel

Because of omitted variables, we end up with a situation where the
errors are correlated:

y = Xβ + ε,

whereE[ε|X] = 0 andVar[ε|X] = Σ.
For now, we will assume thatΣ is known (pretty unrealistic).



Ordinary Least Squares

For estimatingβ, β̂OLS is still unbiased.
E[β̂OLS ] = E[(XTX)−1XTy] = (XTX)−1XTXβ = β.

What is its variance?
Var[β̂OLS ] = Var[(XTX)−1XTy] = (XTX)−1XTΣX(XTX)−1.

As long as you use the correct standard errors, OLS is fine.
But canwe do better?



Generalized Least Squares

Heuristic: Decorrelate the data.
First, find amatrixΣ−1/2 such thatΣ−1 = (Σ−1/2)TΣ−1/2.

β̂GLS = argmin
β
||Σ−1/2(y −Xβ)||2

= argmin
β
||Σ−1/2y − Σ−1/2Xβ||2

= (XTΣ−1X)−1XTΣ−1y.

Tip for theQuiz: Think about more formal justifications for β̂GLS
like the ones we saw for β̂OLS in Lecture 2.



Matrix Square Root

How do you calculateΣ−1/2?
Twoways:
• IfΣ = V ΛV T is the eigendecomposition ofΣ, then

Σ−1/2 = V Λ−1/2V T .
• Compute a Cholesky decomposition of the matrix, i.e.,

Σ = LLT whereL is lower triangular. ThenΣ−1/2 = L−1.
The decomposition is not unique!
Both requireO(n3) operations. But Cholesky is more stable and
not iterative. It also results in an upper triangular matrix, which is
easier to solve.



Computational Tricks of the Trade

How do you actually computeA−1x?
Do you calculateA−1 andmultiply by x?
No! z = A−1x is the solution to the systemAz = x.
• In general, a system of equations also requiresO(n3)
operations. But you’ll save theO(n2)memory to storeA−1.

• For somematricesA, solvingAz = x can bemore efficient. If
A is triangular, we can use back substitution to solve the
system inO(n2) operations.

Howwould you calculateΣ−1/2y = L−1y?



Computing theGLS Estimator

β̂GLS = (XTΣ−1X)−1XTΣ−1y

1 Compute the Cholesky decomposition ofΣ = LLT .
2 SolveLz = y andLwj = xj (for each column j ofX) by back
substitution. This gives us z = Σ−1/2y onW = Σ−1/2X .

3 Obtain β̂GLS by linear regression of z onW .
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What if we don’t knowΣ?

Σ = Var(ε) =


Var[ε1] Cov[ε1, ε2] ... Cov[εn, εn]

Cov[ε2, ε1] Var[ε2] ... Cov[εn, εn]... ... . . . ...
Cov[εn, ε1] Cov[εn, ε2] ... Var[εn]


• Canwe estimate it from the data (xi, yi), i = 1, ..., n?
• No! Σ has n2 entries (actually n(n−1)2 unique entries) and we
only have n observations.

• Wehave to makemore assumptions if we hope to estimate it
from the data.



ParametrizingΣ

• Assume that there is a (auto)covariance function:
Σθ(x,x′)

that tells us the covariance between any two observations.
• x represents predictors, which is often spatial (s) or temporal
(t) coordinates.

• The covariance matrix is obtained by evaluating the
covariance function at the data points.

Σij = Σθ(xi,xj)



Stationary Covariances

Many covariance functions only depend on the x− x′.
Σθ(x,x′) = Σθ(x− x′)

Such covariance functions are called stationary.
Example
Suppose we have a time series yt. Here x represents time t.
Stationarity means

Cov[y1, y5] = Σθ(5− 1) = Cov[y3, y7]



Isotropic Covariances
An even stronger assumption is that the covariance function
depend only on the “distance” d(x,x′) between x and x′.
Such covariance functions are called isotropic.
d(x,x′) can be Euclidean distance ||x− x′||, but it can also be road
distance, etc.



CommonCovariance Functions

• Triangular: Σθ(x,x′) = max(θ1 − θ2d(x,x′), 0).
• Exponential: Σθ(x,x′) = θ1 exp{−θ2d(x,x′)}.
• Gaussian: Σθ(x,x′) = θ1 exp{−θ2d(x,x′)2}.

Next time, we’ll talk about how to estimate θ from the data.
This time, we’ll focus on properties of covariance functions.



Valid Covariance Functions

• Covariance functions have to be positive semidefinite.
• That is, if we evaluate it at any set of n points x1, ...,xn, the
resulting covariance matrix is positive semidefinite.

Σij = Σθ(xi,xj)

• What does it mean for a symmetric matrixA to be positive
semidefinite? There are several equivalent definitions:

• xTAx ≥ 0 for all x.
• The eigenvalues ofA are all≥ 0.

• Test yourself: LetX be anymatrix. IsXTX positive definite?



Valid Covariance Functions

To check that a stationary covariance functionΣθ(h) is valid, we
haveBochner’s theorem, which says that it is valid if and only if

Σθ(h) =

∫
RD

ei2πs·h dµ(s)

for somemeasure µ ≥ 0.
To use Bochner’s Theorem in practice: Take the Fourier transform
ofΣθ(h) and check that the resulting function is positive.
In general, checking that a covariance function is valid is tricky, so
it’s best to stick to known covariance functions.



Obtaining NewCovariance Functions fromOld

SupposeΣ1 andΣ2 are two valid covariance functions. Then:
• Σ(x,x′) = Σ1(x,x

′) + Σ2(x,x
′) is also valid.

• Σ(x,x′) = Σ1(x,x
′)Σ2(x,x

′) is also valid.
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